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Abstract. Based on the missing not at random assumption and central limit
theorem, this paper presents a novel way to accelerate the iteration speed in the
collaborative filtering models called Gaussian iteration. In the proposed model,
adding the Gaussian distribution to the estimation error makes the falling
direction more credible, which significantly reduces the running time with the
ideal accuracy. For evaluation, we compare the performance of the proposed
model with three existing collaborative filtering models on two kinds of
Movielens datasets. The results indicate that the novel method outperforms the
existing models and it is easy to implement and faster. Moreover, the proposed
model is scalable to the analogous objective function in other models.
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1 Introduction

With the rapid development of computers and computer networks, we are facing
the revolution of big data [1]. People get stuck by the mass data when they surf the
Internet. Customers cannot find out their favorite items effectively and the qualified
commodity can’t be known by more person. In the recent decades, thousands of
scholars and researchers have focused on solving the problem. Generally speaking,
recommender systems have been one of effective technologies to address such
challenges [2].

Recommender systems can be divided into two different strategies, the content
based approach [3] and the collaborative filtering (CF) [4]. The former needs a profile
for each user or item to describe its feature. Researchers analyze the content and
figure out the matching products or users. However, the shortcoming about the
content based approach is that it requires gathering further information that might not
be easily collected. The latter, CF, is the subject that we focus on, which analyses the
relationship between users and products through users’ historical record. On the
whole, neighborhood models and latent factor models are the major approach in CF.
Neighborhood models mean to locate the most parallel users set for the target user. In
order to identify the neighborhood, researchers can calculate the similarity based on
user or item. The user-oriented approach and item-oriented approach have a lot of
practices, see [5, 6] for more details. The neighborhood models have many ways to
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calculate the similarity, e.g. locate the group/community [7, 8], and modify the
correlation coefficient [9, 10]. Latent factor models comprise an alternative approach
to CF with the more holistic goal to uncover latent features that explain observed
ratings; examples include pLSA [11], neural networks [12], and Latent Dirichlet
Allocation [13]. The main models in latent factor models were induced by Singular
Value Decomposition (SVD) [14] on the user-item ratings matrix. A typical model of
latent factor models could be decomposed into user-factors matrix and item-factors
matrix. We get the prediction by taking an inner product with a user-factors vector
and an item-factors vector. More information can be imported into the model, such as
the user/item bias, explicit feedback data [14].

Neighborhood models and latent factor models can be integrated into one
integrated model. Paper [15] reveals the outperformance. The integrated model
introduces more parameters into the model, therefore, represents the observations in
more details. The integrated models, or ensemble learning have been a hot topic in the
academia.

In this paper, we concentrate upon the collaborative filtering approach, including
neighborhood models, latent factor models and the integrated models [15].

The rest of this paper is organized as follows. Section II reviews the related work
including global neighborhood models, SVD++ and an integrated model. Section III
introduces the proposed Gaussian iteration model. Experiments are demonstrated in
Section IV to verify the effectiveness of the proposed model. Last section concludes
this paper.

2 Previous Work

In order to give the readers clear understanding of our proposed model, we make a
brief introduction about the main collaborative filtering. At first, we reserve special
indexing letters for distinguishing users from items: for users ,u v and for items ,i j . A
rating uir indicates the preference by user u of item i , where high values mean stronger
preference. For example, values can be integers ranging from 1 (star) indicating no
interest to 5 (star) indicating a strong interest. We distinguish predicted ratings from
known ones, by using the notation uir for the predicted value of uir . The  ,u i pairs for
which uir is known are stored in the set {( , ) |  is known}uiu i r  . Usually the vast
majority of ratings are unknown.

2.1 Neighborhood Models

The most common approach to CF is based on neighborhood models. The used
models are limited of the local neighborhood, which cause to the deviation about the
prediction. In this part, we introduce the global neighborhood model [16], which uses
the all users in the data set. First, let us make a definition of the baseline estimates:

ui u ib b b  
\* MERGEFORMAT (1)



The parameters ub and ib indicate the observed biases of user u and item i ,
respectively, from average. Here,  denotes the overall average rating. Such a simple
model would not represent the data set entirely. In this case, Y.Koren [16] came up
with the global neighborhood model, and he considered the effect of the overall user
in the data set. An improved model can be expressed with the formula as the
following:
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Here, uir means the prediction of user u to the item i , and ( )R u is the set that users
give their ratings to the target item i . On the meantime, |R(u)| is the size of the set, in
other words, is the number of the users that have given their preferences to the item i .
Compared with the baseline estimates, the ( )uj ujr b can be regarded as the bias of
user j . Then, ijw reveals the correlation coefficient of the bias. And ijc is the implicit
feedback, which provides an alternative way to learn user preferences. In order to
weaken the dichotomy between heavy raters and those rare raters, we use

1
2-| ( ) |N u to

moderate the behavior. Here, ( )N u is the set that other users show their preferences to
the target item i , and | ( ) |N u is the size of the set. In our experiments, mostly,

ijc would indicate the rated users' preferences for the target item. In other words,
|R(u)| is equal to | ( ) |N u .

2.2 Latent Factor Models

A popular approach to latent factor models is induced by a SVD-like lower rank
decomposition of the ratings matrix. Each user u is associated with a user-factors
vector f

up  , and each item i with an item-factors vector f
iq  . Prediction is

done by the rule:
T

ui ui u ir b p q  \* MERGEFORMAT (3)
Y.Koren [16] suggested the SVD++ model, which takes the implicit feedback into
consideration. With the modification of the implicit feedback, we could get more
accurate prediction about the missing ratings. The model can be described as the
following formula:
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Formula (4) adds the implicit feedback jy into the influences of the user-factors
vector up , where jy denotes the preference of the user who had given his rating to the
target item.



2.3 An Integrated Models

As mentioned in [15], there is no perfect model. Instead, the best results came from
combining predictions of models that complemented each other. Y.Koren [16] came
up with the integrated model that combined neighborhood models and latent factor
models, as following:
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In general, the parameters in the models mentioned above can be learnt by solving
the regularized least squares problem with stochastic gradient descent. Taking model
(5) as an example, the objective function can be described as formula (6). Here, the

objective function can be divided into estimation errors  2
ui uir r and regularization

term  2 2
u ijb c   . It is obvious that the learning process takes a long time and

many iterations [16]. Further, the better accuracy can be learned from the
observations.

   
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3 Proposed Model

[17, 18, 19] proposed the missing not at random assumption, which means the
missing/unknown ratings don’t follow the same distribution about the observed
ratings. The collaborative filtering approach split the observed data into training set
and test set, using the known information to predict the unknown data. Inspired by the
missing not at random assumption, we propose a novel approach to complement the
bias between the observed data and the missing data. It is necessary to add some kinds
of noise into the model, making the parameters more generalization. In the
meanwhile, we would like to reduce the iterations and running time of approach,
because of the massive data. Hence, we come up with the Gaussian iteration
collaborative filtering, an approach to revise the loss function. Next section would
give unambiguous presentation on the proposed method.

3.1 Revised Objective Function

As mentioned in section 2, the objective function is combined with two parts: the
estimation errors and the regularization term. The regularization term can prevent the
model from overfitting. Considering the biases between observed data and unknown



data, our proposed approach adds the Gaussian distribution to the estimation errors.
The probability density of the normal distribution is:

2

2
( )

2 21( | , )  
2

x

f x e

 

 




 \* MERGEFORMAT (7)

Here,  is the mean or expectation of the distribution. The parameter  is its
standard deviation with its variance then 2 . Let us denote the prediction
error, ui uir r , by uie .In our model, the estimation errors in the objective function
become:

   221 ( | , )   ui ui uif r r r   \* MERGEFORMAT (8)

The mean  and the standard deviation 2 can be tuned by the cross validation.
According to the heuristic algorithm, we can start with the mean and the standard
deviation of the ratings in the training set. In this case, the objective function of the
global neighborhood model (2) would change into the following formula:
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In the meanwhile, the objective function of the SVD++ (4) and the integrated
model (5) have been revised as (9) and (10), respectively.
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3.2 Gaussian Iteration

In the revised objective function, the new parameters in the Gaussian distribution
2, ,uir   are regarded as constants in each iteration. Therefore, the gradients of the

collaborative filtering approaches would be described as shown in Table 1.



We still use the stochastic gradient descent to update the parameters, randomly
select the user’s rating to train the model.

Table 1. The gradients of the collaborative filtering approaches
The Gaussian iteration on Global Neighborhood Model:
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The Gaussian iteration on Latent Factor Model:

  
  

 

  

1
2

2
3 3

2
3 3

2
4 4

( )

2
4 4

4

1 ( | , )

1 ( | , )

1 ( | , ) | ( ) |

1 ( | , )

( ) :

1 (

u u ui ui u

i i ui ui i

i i ui ui u j i
j N u

u u ui ui i u

j j u

b b f r e b

b b f r e b

q q f r e p N u y q

p p f r e q p

j N u

y y f r

   

   

   

   







    

    

  
          

    

 

  



  1
22

4| , ) | ( ) |i ui i je q N u y   

The Gaussian iteration on the integrated model:



 
  

   

  

1
2

2
5 5

2
5 5

2
6 6

( )

2
6 6

6

( 1 ( | , ) )

1 ( | , )

1 ( | , ) | |

1 ( | , )

( ) :

1 (

u u ui ui u

i i ui ui i

i i ui ui u j i
j N u

u u ui ui i u

j j u

b b f r e b

b b f r e b

q q f r e p N u y q

p p f r e q p

j N u

y y f r

   

   

   

   







    

    

  
          

    

 

  



  

    

  

1
2

1
2

1
2

2
6

2
7 7

2
7 7

| , ) | ( ) |

( ) :

| ( ) | 1 ( | , )

( ) :

| ( ) | 1 ( | , )

i ui i j

ij ij ui ui uj uj ij

ij ij ui ui ij

e N u q y

j R u

w w R u f r e r b w

j N u

c c N u f r e c

  

   

   









 

    

 

   

4 Experiments

In this section, we have conducted the experiments on three main collaborative
filtering models to examine the performance of our proposed algorithm. Section 4.1
gives the description of the experiment datas, section 4.2 introduces the adjustment
process of the parameters in each model and section 4.3 shows the experiment results.

4.1 Data Description

In order to verify the proposed approach, experiments were conducted on the three
models mentioned before, which can make a valid conclusion. The datasets we used
for the experiments are Movielens 1M and Movielens 10M [20]. In the experiments,
we use the user ID, item ID and the ratings. Table 2 shows the characteristics of the
datasets. The ratings in 10M dataset and 1M dataset are made on a 5-star scale, with
half-star increments and one-star increments, respectively. Analyzing the 10M data, it
is easy to find out that the number of the movies is not consequent, which wastes the
space of the storage. For saving the memory of computer, we pretreat the dataset by
mapping the movie number into the successive one ranged 1 to 10677. The number of
rated users had the same treatment ranged 1 to 69878. The datasets are split randomly
into training set and test set, 80% ratings on each user for training set and 20% ratings
for test set.

Table 2. Datasets information
Dataset Number of

users
Number of
movies

Number of
ratings

Rating range

1M 6040 3952 1000209 [1,5]
10M 71567 10681 10000054 [1,5]



In this paper, we use Root Mean Square Error (RMSE) to compare the
performance of the models. The RMSE is defined as (12). Here, T is the set of
known ratings of the test set and  n T is the number of ratings inT . For the dataset
on three models, we ran the algorithm 5 times. In each experiment, the training set
and test set were randomly selected. The final result of the dataset in the model is the
average RMSE on the test set. In each model, we stop the updating of the parameters
once the RMSE of the test set start increasing.
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4.2 Parameters Tuning

As mentioned above, there are some kinds of hyper parameter in the models. In
general, there are learning rate, regularization coefficient, the mean and the standard
deviation, which can be tuned by cross validation. The adjustment of the standard
deviation  is in reference to heuristic algorithm. For example, the mean of one
Movielens 1M training set is 3.58177, and the standard deviation is 1.125. Keeping
the mean of the training set in the model, 1 is started from the standard deviation of
the training set. Through the experiment, we select 1 1.8  as the optional choice.
Table 3 shows the settings of experiment in the validation models. In both of latent
factor models and the integrated models, the dimension of the user-factors
vector f

up  and item-factor vector f
iq  were set to 50.

Table 3. The hyper parameters for each dataset
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4.3 Experiment Results

Fig.1-3 show the experiment results of the Gaussian iteration on the Movielens
datasets on three CF models, the lower RMSE the better, the less time the better and
the fewer iteration number the better. All the experiments were done on a single
processor 3.2 GHz Intel(R) Core(TM) PC. As shown in Fig.1-3, we can see that the
RMSE on the Gaussian models is slightly worse than the original ones, but the
running time and iteration number have significantly reduced. The decrease rate on
the running time is more than 20%. Considering that the amount of information
generated from the Internet is tremendous, it is necessary to cut down the running
time.

Next, we make an explanation of the experiment results. First, how the proposed
models can significantly reduce the running time? The central limit theorem (CLT)
states that, given certain conditions, the arithmetic mean of a sufficiently large
number of iterates of independent random variables, each with a well-defined
expected value and well-defined variance, will be approximately normally distributed,
regardless of the underlying distribution [21]. In this case, we can conclude that most
of the user will give the same ratings on the certain item. In the process of the
stochastic gradient descent, once the prediction uir is near to the mean of the training
set, we have the confidence that the descent direction is trustable and the declined step
can be increased. As we all know, the Gaussian distribution is bell-shaped,
symmetrical about the mean and the larger the variance the steeper the curve. Hence,
adding the factor  21 ( | , )uif r   to the prediction error is the good way to

accelerate the speed of the iteration. In each iteration, the nearer the prediction to the
mean, the larger the falling gradient, vice versa. Secondly, why adding the new factor
would not make the prediction become worse? As mentioned in section 3, our
proposed models are based on the missing not at random assumption, which indicates
the deviation between the missing data and the observed data. The observation is just
a small part of the whole massive data. It is feasible to normalize the objective
function with Gaussian distribution. In other words, the proposed approach has the
ability to balance the noise among data, making the models more robust.

Fig.1. Comparison on running time on 1M dataset and 10M dataset



Fig.2. Comparison on iterations on 1M dataset and 10M dataset

Fig.3 Comparison on RMSE on 1M dataset and 10M dataset

Fig.1-3 show the performance of the proposed model in the collaborative filtering models
with the Movielens datasets. Here, we denote the global neighborhood model (2) as GloNrg,
the SVD++ model (4) as SVD++ and the integrated model (5) as Intg. The line with circular
and with diamond represent the original collaborative filtering approaches on the 1M dataset
and 10 M dataset, respectively. The line with diamond and with star represent our proposed
model on the 1M dataset and 10M dataset, respectively.

5 Conclusions

In this work, we proposed a new, simple and efficient way to accelerate the
iteration speed and optimize the performance on the collaborative filtering approach
called Gaussian iteration. In this method, a Gaussian factor was added to the
prediction error in the objective function, based on the missing not at random
assumption and the central limit theorem. The practical experiment results on three
kinds of models with the Movielens datasets showed that our proposed approach was
better than the original method in performance and convergence speed.

Further work is to apply the Gaussian iteration to other models with the similar
objective function, not only in the recommender system. Because the missing not at
random assumption and the central limit theorem are based on the attribution of the



data. In the experiment, parameter tuning is a thorny problem. Other future work will
be to come up with an automatic tuning method.
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